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▪  I/O is a known bottleneck for HPC applications 
▪ Performance optimization of I/O is often 

required 
▪ This Summer project entailed integrating IOR 

under Pavilion and automating the results 
analysis 

 

Introduction 
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Scope of Work 

▪  Automate Build of IOR File-system 
Performance Benchmark 

▪  Write a runscript to parse Pavilion test 
arguments and pass to IOR test at runtime 

▪  Write a parser for the results → Splunk 
▪  Graph results of tests in Splunk 
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Tools 

▪  Pavilion – HPC python test harness 

▪  IOR – NERSC parallel file-system benchmark 

▪  *build_ior – script to automate environment setup, build and linking of IOR 
on LANL high performance computers 

▪  *run_ior – script that extracts YAML file input parameters from Pavilion and 
populates the arguments passed to IOR 

▪  *parse.py – output parser to construct an event in splunk data key-value 
pair logfile 

▪  Splunk Dashboard – data graphing tool interfaced with the test results data 
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IOR-Pavilion Test Workflow 
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Build Script 

Error Checking 

Clean installation from Source 

Sources Modulefiles init 

Load Env. Modulefile for MPI 

Change access for shared resource 

Make files handle compile + linking 

Pavilion has configuration options to permit the “build” code step for 
every test instance, or manually, one can generate the executable and 

use it for all tests. 
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IOR Parameters 
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How Parameters Are Passed To IOR 
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●  While loop iterates $i while 
$i < $#PV_TEST_ARGS 

●  Case switches in c-shell test 
each element of the list 
against cases that expect a 
key=* 

●  A match will set the 
argument and will strip the 
key= from the element’s 
value 

●  $ior_test_args is appended 
●  Switch is broken and the 

next element is processed 
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*run_ior:  Functionality 
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$PV_NPES $parallel_launcher 

 
iwiens@lightshow:TURQUOISE -> mpirun -n $NPES ./IOR.x -a POSIX -s 4 -o 
\ /net/scratch1/iwiens/mynewfile.out_18456 -t 2M -b 8M -i 1 
 

$ior_test_args 
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Python IOR-Output Parser 
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Gathers Test Environment  from Pavilion 

Creates a header string 

Regular Expressions parse each line 

Reformats Time Stamps 

Calls HPCSoft utilities for system values 

Iterates over the lines of ior_output 

Pass / Fail Criteria based on 
“Operation”  

existing in the output file 
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Python IOR-Output Parser (continued) 
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The regular expression captures the “Test Summary” portion of the 
ior_output file, and includes this information in the kv_header string 

The performance metrics summary in the 
ior_output file is iterated over ( more detail on 
the next slide ), hinging on the column header 

values detected for every run.  This will make the 
test results’ parsing mechanism work for any 
number of columns that may be present in 

ior_output files. 
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Python IOR-Output Parser (continued) 
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operations = [ “read”, “write” ] 
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Python IOR-Output Parser (continued) 
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where ops == “write” 

results “write”  +  ”Max_MiB” “=” “58.27” 

ops header_list[$i] resultslist[$i] + 
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Splunk Data Format 
Machine=lightshow Os=toss2 TestName=ior NNodes=2 NPES=24 PESPERNODE=12 JobID=19023 
NodeList=ls006,ls007 start=2016-07-27 startTime=15:26:14  end=2016-07-27 
endTime=15:57:29   readMean_s=8.27189 readStdDev=175.14 readMean_OPs=532.42 
readMin_OPs=271.11 readMax_OPs=792.04 readStdDev=1401.14 readMean_MiB=4259.37 
readMin_MiB=2168.89 readMax_MiB=6336.30 readOperation=read writeMean_s=179.11516 
writeStdDev=17.22 writeMean_OPs=32.97 writeMin_OPs=7.57 writeMax_OPs=53.26 
writeStdDev=137.77 writeMean_MiB=263.76 writeMin_MiB=60.53 writeMax_MiB=426.08 
writeOperation=write aggregate_filesize=30 aggregate_filesizemetric=GiB blocksize=320 
blocksizemetric=MiB xfersize=2 xfersizemetric=MiB repetitions=24 
repetitionsmetric=12pernode clients=24 clientsmetric=12pernode 
ordering_inter_file=no_tasks_offsets ordering_in_a_file=sequential_offsets 
access=single-shared-file test_filename=/net/scratch3/iwiens/mynewfile.out_19023 
api=MPIIO_(version=2,_subversion=1)  results=PASSED 
Machine=lightshow Os=toss2 TestName=ior NNodes=2 NPES=24 PESPERNODE=12 JobID=19022 
NodeList=ls010,ls011 start=2016-07-27 startTime=15:26:15  end=2016-07-27 
endTime=15:58:31   readMean_s=26.76275 readStdDev=133.28 readMean_OPs=217.93 
readMin_OPs=53.22 readMax_OPs=502.35 readStdDev=1066.21 readMean_MiB=1743.41 
readMin_MiB=425.74 readMax_MiB=4018.76 readOperation=read writeMean_s=166.73950 
writeStdDev=9.21 writeMean_OPs=26.87 writeMin_OPs=12.15 writeMax_OPs=39.89 
writeStdDev=73.66 writeMean_MiB=214.96 writeMin_MiB=97.24 writeMax_MiB=319.15 
writeOperation=write aggregate_filesize=30 aggregate_filesizemetric=GiB blocksize=320 
blocksizemetric=MiB xfersize=2 xfersizemetric=MiB repetitions=24 
repetitionsmetric=12pernode clients=24 clientsmetric=12pernode 
ordering_inter_file=no_tasks_offsets ordering_in_a_file=sequential_offsets 
access=single-shared-file test_filename=/net/scratch2/iwiens/mynewfile.out_19022 
api=MPIIO_(version=2,_subversion=1)  results=PASSED 
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$kv_header 

“read” & “write” 
performance 

Test Parameters 
Unique to Test 

Instance 

S
p
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t 
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Splunk Dashboard 
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Splunk Dashboard Features 
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Dashboard Dropdown Boxes 

TimeRange Picker Filesystem Target 
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Future Work 

Future work will include 
●  testing researched methods of improving I/O using IOR as a benchmark 

tool 
●  Generating Baselines from Filesystem Team’s Recommended 

Configurations 
–  Determine Pass/Fail Criteria based on deviation from Baseline 

performance 
●  Improve Splunk Dashboard 

–  Make Generic to Accept all Pavilion Tests Run at LANL 
●  Manipulate Lustre FS as user with Pavilion Test Args to capture 

performance differences with various stripe settings on targets 
●  Enable Darhsan in the Pavilion ior.yaml file 

–  automate performance collection within a test 
–  proof of concept in instrumenting Darshan as a Pavilion Plugin 
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Questions ?? 
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Thank You 
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